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Abstract: The main objective of this paper is to develop an emotion estimator as a part of Virtual 

KANSEI for robots.  We had proposed the concept of Virtual KANSEI for robots as a mechanism 

to bestow robots with a capability of generating emotion-rich behavior.  This study aims at 

developing an emotion estimation system based on the three raw inputs; facial images, voice 

sounds and body motions of human partners.  We adopted five emotions out of six basic emotions 

defined by Ekman, namely, joy, anger, sadness, disgust and fear.  We also added neutral as the 

state with no emotion.  First, characteristic features from facial images, voice sounds, and body 

motions are extracted.  FACS (Facial Action Coding System) parameters developed by Ekman, 

MFCC (Mel-Frequency Cepstrum Coefficients) for frequency analysis, and position and 

acceleration of the head and both hands for human posture detection from KINECT are used for 

facial features, voice features, and body motions, respectively.  Those features are weighted and 

integrated to determine the partner's emotional state.  We adopted Bayesian Network for this 

integration.  The developed system is tested against detection systems with only one or two 

inputs to prove the favorable effects of integrating features from three inputs.   
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1. Introduction 

In this study, an emotion estimation system based on the three raw inputs; facial images, voice sounds and body 

motions of human partners is developed.  In recent years, the demand for robots working day-to-day sceneries 

such as care facilities and private homes has increased considerably due to the decrease of working age population.  

Those robots will have many opportunities to communicate with human partners and, as such, will have a 

capability of natural and smooth communication with humans.  We believe those robots must have a capability 

to understand the feelings and emotions of human partners as well as a capability of behaving emotionally.  The 

concept of Virtual KANSEI (VK) was proposed for this requirement.  We have been developing modules of VK, 

including the emotion estimator, for some time.  Here, we propose an emotion estimator that combines three 

basic measurements of facial images, voice sounds and body movements. 

2. Virtual KANSEI 

Conceptual structure of the Virtual KANSEI is shown in Fig. 1.  The virtual KANSEI consists of three parts; 

(i) KANSEI Detector, (ii) KANSEI Engine and (iii) KANSEI Expressive Regulator.  KANSEI Detector 

estimates the emotional state of the human partner [1, 2, 3, 4].  KANSEI Generator generates the virtual emotion 

of the robot based on the estimated partner emotion.  KANSEI Expressive Regulator modifies motions of robot 
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actions in such a way that the generated virtual emotion of the robot is reflected in these motions.  The robot 

actions are generated by the robot controller as tasks for the robot. 

 

 

Figure 1.  Conceptual structure of the Virtual KANSEI [1, 2, 3, 4] 

3. Emotion Estimation System 

Our developed system consist of four units; facial image processing unit, voice sound processing unit, body 

motion processing unit and emotion estimation unit that integrates the outputs from three processing units. 

3.1 Facial Image 

A collection of characteristic features of facial images, called Facial Action Coding System (FACS), devised by 

Ekman is adopted here as the representation of attributes of facial images [5].  FACS breaks down the movement 

in facial expressions anatomically into approximately 60 smallest motion unit called Action Units (AUs) [6, 7].   

FACS describes the emotional expression of a face by a combination of AUs.  The developed system extracts 21 

AUs from the captured image.  A USB camera is focused around the eyebrows, eyes and mouth of the human 

partner to obtain facial images.  Those feature parts of the face are automatically recognized by prior learning 

with pattern matching.   

3.2 Voice Sound 

Voice sound is processed to obtain Mel-Frequency Cepstrum Coefficients (MFCC) [8, 9].  Voice sound is 

recorded using a USB monaural microphone as a wave data set (16 bit, 16 kHz).  Then, an open source speech 

recognition engine Julius is used to extract 12 dimensions of MFCC parameters.  Please refer to Figure 3 in 

Section 4.3 for the experimental setup.   

3.3 Body Motion 

The body motion could include much information such as the positions and accelerations of many body parts.  

We decided to concentrate on the positions and accelerations of the head and both hands and adopted Kinect for 

Xbox360 from Microsoft as the measuring device.  We used the set of 18-dimensional characteristic features that 
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represents the position and acceleration information of the head and two hands in the three-dimensional coordinate 

frame [10].  

3.4 Emotion Estimation 

We adopted five emotions out of six basic emotions defined by Ekman; joy, anger, sadness, disgust, fear, and 

excluded the surprise emotion.  This is due to the fact that the surprise emotion has a much shorter time constant 

compared with other emotions and that the surprise emotion tends to occur as a preamble to other emotions.  We 

intend to treat the surprise emotion separately using a specifically designed module.  We also added neutral as 

the state with no emotion.  

Features from facial images, voice sounds and body motions are weighted and integrated to determine the 

partner's emotional state.  The outputs of three modules are integrated by the emotion estimation unit.  We use a 

Bayesian network for this purpose [11, 12].  Bayesian network is a graph of dependencies among random 

variables.  Random variables are related each other through conditional probabilities [13].  Three outputs 

PBN1(EMOT), PBN2(EMOT) , and PBN3(EMOT) from three Bayesian networks are the probability distributions of 

target attributes EMOT in those constructed Bayesian networks, where EMOT is a random variable that represents 

six emotions.  Here, the Bayesian networks BN1, BN2 and BN3 are for facial images, body motions and voice 

sound, respectively.  The probability distribution of the output of the emotion estimation unit Pmix(EMOT) is 

computed by integrating the outputs of three Bayesian networks based on the integration technique of Kato [14] 

using mixing ratios as follows:  

𝑃𝑚𝑖𝑥(𝐸𝑀𝑂𝑇) = ∑ 𝛽𝑖𝑃𝐵𝑁𝑖(𝐸𝑀𝑂𝑇)

3

𝑖=1

 

Here, the mixing ratios 𝛽𝑖  (∑ 𝛽𝑖
3
𝑖=1 = 1, ∀𝛽𝑖 ≥ 0) are adjusted to yield the highest detection result through 

preliminary experiments. 

4. Experiment 

In this section, we explain preliminary and verification experiments on the developed system.  

4.1 Preliminary Experiment 

The purposes of the preliminary experiments are to construct three Bayesian networks for three raw inputs and 

to adjust the mixing ratio.  We collected data sets of facial images, voice sound, and body motions of six 

university students in 20’s (three male and three female students).  We collected two samples per one emotion 

from six subjects.  First, we constructed Bayesian networks for three raw inputs.  Then, we computed optimal 

values for the mixing ratios 𝛽𝑖 so that the probability of the correct emotion is maximized.  Constructed emotion 

estimation unit including three Bayesian networks is shown in Fig. 2. 

4.2 Experimental Procedure of Preliminary Experiment 

We instructed the subjects the following: (i) to stand at a specified position from Kinect (see Fig. 3) and (ii) to 

perform an act with the specified emotion using all of facial image, voice sound and body motion.  We asked the 

subjects to repeat (ii) six times for all emotions.  
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4.3 Verification Experiment 

We compare the accuracy of the developed system with emotion estimation using one or two raw inputs only.  

A new data set consisting of 12 samples each from the same six subjects as the preliminary experiment is collected.   

This set is called Same Subject.  We also collected another data set consisting of 12 samples each from six 

university students in their 20s (five men, one woman) who did not participate in the preliminary experiment.  

This set is called Unknown.  This resulted in 24 samples for a single emotion.  

 

Figure 2.  Emotion estimation unit with Bayesian networks 

 

Figure 3.  Schematic diagram of both experiments.  

 

4.4 Results of Verification Experiment 

The results of the experiment are shown in Tables 1 through 7.  Unit of the numbers in the table are 

percentages.  Tables 1 - 3 show the accuracy of estimation using a single raw input only.  Tables 4 - 6 show the 

accuracy of estimation using two raw inputs.  Table 7 shows the estimation accuracy of the developed system.  

In general, estimation accuracy was higher in joy and anger, which are active emotions compared to fear, sadness 

and disgust.  Overall tendency is that more the raw data, higher the accuracy, as we expected. Between the Same 
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Subject and Unknown sets, the accuracy was understandably lower in the Unknown set.  We can see, by 

comparing Table 7 to Tables 1 - 6, that high overall accuracy was observed except for the fear in both Same 

Subject and Unknown data sets.  It is also noted that the accuracy does not change significantly in Table 7 

between the Same Subject set and the Unknown set.  This implies that the proposed system can be applied to 

subjects whose data are not used in developing the system.  Thus, the effectiveness of the proposed system was 

confirmed. 

In order to compare the developed system with all other cases, we computed the average of the accuracies in 

Tables 1 - 6 and listed in Table 8.  The comparison of Table 8 with Table 7 shows that the integration of three raw 

inputs can noticeably increase the estimation accuracy. 

 

Table 1. Emotion estimation from facial image 

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 69.2 62.6 76.3 59.8 45.3 71.0 64.0 

Unknown 63.5 51.1 61.2 49.7 44.6 68.7 56.5 

 

Table 2. Emotion estimation from voice sound 

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 68.0 58.4 69.8 55.6 42.7 51.7 57.7 

Unknown 61.7 50.5 61.0 46.3 40.5 59.3 53.2 

 

Table 3. Emotion estimation from body motion 

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 64.9 58.4 67.2 32.5 32.9 39.4 49.2 

Unknown 61.7 41.2 56.3 31.6 33.8 24.0 40.3 

 

Table 4. Emotion estimation from facial image and voice sound  32.0,68.0 31    

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 70.3 62.3 72.3 61.1 68.5 72.5 67.8 

Unknown 68.2 57.6 69.8 55.1 52.3 69.8 62.1 
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Table 5. Emotion estimation from voice sound and body motion  63.0,27.0 32    

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 67.9 47.6 60.2 50.5 40.2 59.1 54.3 

Unknown 62.3 48.3 58.7 46.5 49.7 56.4 53.7 

 

Table 6. Emotion estimation from facial image and body motion  32.0,68.0 21    

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 69.7 50.1 69.5 56.8 39.9 67.8 59.0 

Unknown 68.0 42.5 65.8 48.6 31.0 68.2 54.0 

 

Table 7. Emotion estimation from all three inputs, namely, the proposed system  32.0,20.0,48.0 321    

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 78.3 67.1 78.5 69.8 66.2 74.8 72.5 

Unknown 74.5 60.9 73.3 65.7 52.4 72.5 66.5 

 

Table 8. Average accuracies of emotion estimation based on one or two raw inputs in Tables 1 - 6 

Examinee Joy Sadness Anger Disgust Fear Neutral Average 

Same Subject 68.3 56.6 69.2 52.7 44.9 60.3 58.7 

Unknown 64.2 48.5 62.1 46.3 42.0 57.7 53.5 

 

5. Conclusions 

In this paper, we proposed the emotion estimation system for Virtual KANSEI that utilizes three characteristic 

features as facial images, voice sound and body motions.  We also proposed to adopt Bayesian network for 

integrating the characteristic features of three raw inputs.  We constructed a system based on our proposal and 

evaluated the performance of the developed system.  First, Bayesian networks for three raw inputs were 

generated from a set of human data and the set of mixing ratios of outputs from the three networks are optimally 

determined.  Then, two other data sets were used to verify the accuracy of the developed system.  Thus, we 

demonstrated that the integrating three raw inputs is significant in estimating the emotional states of humans.  

In the future, we will include surprise in the developed system. We also need to integrate the developed 

emotion estimator into our Virtual KANSEI.  
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